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SUMMARY

Errors in the satellite orbits are considered to be a limitation for Interferometric Synthetic Aperture Radar (InSAR) time-series techniques to accurately measure long-wavelength (>50 km) ground displacements. Here we examine how orbital errors propagate into relative InSAR line-of-sight velocity fields and evaluate the contribution of orbital errors to the InSAR uncertainty. We express the InSAR uncertainty due to the orbital errors in terms of the standard deviations of the velocity gradients in range and azimuth directions (range and azimuth uncertainties). The range uncertainty depends on the number and time span of acquisitions. Using reported orbital uncertainties we find range uncertainties of less than 1.5 mm yr\(^{-1}\) 100 km\(^{-1}\) for ERS, less than 0.5 mm yr\(^{-1}\) 100 km\(^{-1}\) for Envisat and \(\sim 0.2\) mm yr\(^{-1}\) 100 km\(^{-1}\) for TerraSAR-X and Sentinel-1. Under a conservative scenario, we find azimuth uncertainties of better than 1.5 mm yr\(^{-1}\) 100 km\(^{-1}\) for older satellites (ERS and Envisat) and better than 0.5 mm yr\(^{-1}\) 100 km\(^{-1}\) for modern satellites (TerraSAR-X and Sentinel-1). We validate the expected uncertainties using LOS velocity fields obtained from Envisat SAR imagery. We find residual gradients of 0.8 mm yr\(^{-1}\) 100 km\(^{-1}\) or less in range and of 0.95 mm yr\(^{-1}\) 100 km\(^{-1}\) or less in azimuth direction, which fall within the 1\(\sigma\) to 2\(\sigma\) uncertainties. The InSAR uncertainties due to the orbital errors are significantly smaller than generally expected. This shows the potential of InSAR systems to constrain long-wavelength geodynamic processes, such as continent-scale deformation across entire plate boundary zones.
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1 INTRODUCTION

Interferometric Synthetic Aperture Radar (InSAR) time-series methods such as Small Baseline (SB; Berardino et al. 2002) and Persistent Scatterer (PS; Ferretti et al. 2001; Ferretti et al. 2011; Hooper et al. 2012) methods are well-established techniques to measure and study short-wavelength (<50 km) crustal displacements such as at volcanoes (Lu et al. 2010; Samsonov & d’Oreye 2012; Chaussard et al. 2013; Pritchard et al. 2013), along creeping faults (Lyons & Sandwell 2003; Champenois et al. 2012), land subsidence (Osmanoğlu et al. 2011; Chaussard et al. 2014), and slumping associated with slow landslides (Launays et al. 2010; Liu et al. 2013; Motagh et al. 2013). Many geodynamic processes that cause long-wavelength crustal deformation (>50 km) have also been studied using InSAR. Examples include strain accumulation along locked continental faults (Elliott et al. 2008; Walters et al. 2011; Garthwaite et al. 2013) and post-seismic deformation due to flow in the lower part of the lithosphere and uppermost mantle (Pollitz et al. 2001; Gourmelen & Amelung 2005; Ryder et al. 2011).

Forthcoming satellites and satellite constellations with frequent image acquisitions (Sansosti et al. 2014) have the potential to deliver coherent measurements of the long-wavelength deformation within and across entire plate boundary zones. Other geodynamic processes producing long-wavelength crustal deformation include strain accumulation and release along subduction faults (Béjar-Pizarro et al. 2013), subsidence of river deltas (Dokka et al. 2006; Dixon et al. 2006; Mazzotti et al. 2009), glacial isostatic adjustment (Jiang et al. 2010; Bevis et al. 2012) and InSAR studies have been conducted (Liu et al. 2012; Auriac et al. 2013; Zhao et al. 2014). However, long-wavelength artefacts with similar spatial pattern may bias the estimated long-wavelength ground deformation (Lohman & Simons 2005; Biggs et al. 2007). None of the studies give uncertainties including the error due to long-wavelength artefacts. Measuring long-wavelength displacement with InSAR requires a better understanding of the error budget of the technique.

Errors in the satellite state vectors, commonly called orbital errors, are traditionally considered as InSAR’s main limitation for measuring long-wavelength displacement. Orbital errors cause long-wavelength phase contributions to interferograms (Massonnet & Feigl 1998). Another known source for long-wavelength phase contributions are atmospheric delays, consisting of ionospheric and tropospheric components. Ionospheric delays are more significant for L-band (Meyer 2011) than for C- and X-band (Hanssen 2001).
Tropospheric delays significantly contribute to the interferometric phase, resulting in short and long-wavelength phase patterns (Li et al. 2005; Doin et al. 2009; Fournier et al. 2011; Jolivet et al. 2011; Gong et al. 2013; Walters et al. 2013).

A variety of strategies are available to mitigate the effect of orbital errors and other long-wavelength phase contributions. A simple method is the estimation of a linear or quadratic surface that fits to the interferometric phases (Massonnet & Feigl 1998) or the estimation of baseline components corrections in a processing step commonly referred to as baseline re-estimation (Rosen et al. 2004). Another approach estimates the components of baseline error using the number of residual fringes resulting from orbital errors (Kohlhase et al. 2003). More accurate methods use a network of interferograms for a consistent estimation of surfaces fitted to the interferometric phases (Biggs et al. 2007), or the amount of corrections required to compensate the orbit of each acquisition (Pepe et al. 2011; Bähr & Hanssen 2012). Long-wavelength phase contributions are conveniently removed in the time-domain after the time-series inversion (Gourmelen et al. 2010; Fattahi & Amelung 2013). The general drawback of these methods is that all long-wavelength phase patterns are treated as orbital errors and therefore not only orbital effects but also the long-wavelength displacement signal is removed.

The long-wavelength displacement signal can be separated from long-wavelength artefacts using GPS measurements (Lundgren et al. 2009; Gourmelen et al. 2010; Wei et al. 2010; Manzo et al. 2012; Wang & Wright 2012; Béjar-Pizarro et al. 2013; Kaneko et al. 2013; Tong et al. 2013). This, however, makes the InSAR results dependent on GPS. This is in contrast to independent InSAR and GPS estimates, which can be combined to reduce the uncertainty, or to infer the vertical displacements, which are notoriously difficult to measure with GPS.

Two methods have been proposed to separate long-wavelength deformation from orbital effects exploiting the different spatial-temporal characteristics of tectonic displacement and orbital errors. Biggs et al. (2007) and Wang et al. (2009) iteratively estimate deformation and orbital errors from phase-unwrapped data using a model assumption about the deformation, whereas Zhang et al. (2014) simultaneously estimate the two components from the wrapped interferograms.

All these approaches assume that the contributions from orbital errors are significant. However, most satellites are precisely tracked using laser ranging, DORIS or GPS, resulting in uncertainties of the orbits of 2–10 cm (Yoon et al. 2009; Eineder et al. 2011; Rudenko et al. 2012). InSAR time-series methods use several tens of SAR acquisitions. If the errors in the satellite orbits cancel out in products derived from multiple acquisitions, they should not have significant impact on the ability of the InSAR technique to resolve long-wavelength deformation. However, we need to evaluate the uncertainty of InSAR measurements of long-wavelength deformation.

In this paper we investigate how the InSAR uncertainty depends on orbital errors. This paper is organized as follows. First we develop a formulation to express the uncertainty of InSAR velocity fields in terms of baseline uncertainties, which is directly related to the orbital uncertainties (Section 2). We then use these expressions to evaluate the actual uncertainties given the orbital uncertainties of different SAR satellites and typical image acquisition scenarios (Section 3). Next, we use real InSAR data acquired over non-deforming and deforming areas in the southwestern United States to compare observed velocity gradients with the expected uncertainties, and with GPS observations (Section 4). Finally, we discuss the uncertainty of InSAR velocity field for measuring long-wavelength deformation (Section 5).

2 PROPAGATION OF ORBITAL ERRORS TO THE INSAR DATA

InSAR time-series techniques, such as SB and PS, generate range-change histories relative to a given reference point and epoch in the line-of-sight (LOS) direction of the radar. We assume that estimated range-change histories are not biased for example due to the unwrapping errors or discontinuity in the network of interferograms. Therefore at each epoch, the measured range change contains contributions from ground displacement, orbital errors, atmospheric delays, systematic errors and random noise. The LOS velocity, here after called velocity, for each pixel is the slope of the linear fit to the range-change history. It is always relative to a reference point, which is commonly chosen to be located in a non-deforming area. At each pixel, the components of velocity, \( \mathbf{v} \), are

\[
\mathbf{v} = v_{\text{dis}} + v_{\text{orb}} + v_{\text{atm}} + v_{\text{sys}} + v_{\text{noise}}
\]

where \( v_{\text{dis}}, v_{\text{orb}}, v_{\text{atm}} \) and \( v_{\text{noise}} \) are the contributions from the ground displacement, orbital errors, atmospheric delays, and random noise, respectively. The \( v_{\text{sys}} \) includes systematic contributions due to DEM errors, instrument drift and approximations in the processing software. At each pixel, we express the uncertainty of the InSAR velocity as the variance of \( v \), \( \sigma^2 \), as,

\[
\sigma^2 = \sigma^2_{\text{orb}} + \sigma^2_{\text{atm}} + \sigma^2_{\text{sys}}
\]

where \( \sigma^2_{\text{orb}}, \sigma^2_{\text{atm}} \) and \( \sigma^2_{\text{sys}} \) are the variances of the velocity due to the orbital errors, atmospheric delay and noise, respectively. The variation of \( \sigma^2_{\text{atm}} \) with distance is an important topic of research (Emardson et al. 2003; Li et al. 2005; Meyer et al. 2008; Barnhart & Lohman 2013). The focus of this paper is to evaluate \( \sigma^2_{\text{sys}} \), which increases with distance from the reference point. We first derive the phase contribution due to the orbital errors for both individual interferograms and the time-series epochs, and then express the contribution from orbital errors to the InSAR velocity fields.

2.1 Individual interferograms

The interferometric phase due to the imaging geometry is the result of the spatial separation of the radar antenna during the acquisition of two SAR images, known as the spatial baseline. Considering the acquisition geometry of Fig. 1, the interferometric phase, \( \varphi \), which contains phase contributions from the earth curvature and topography can be expressed as (Bürgmann et al. 2000; Rosen et al. 2000; Simons & Rosen 2007)

\[
\varphi = \frac{4\pi}{\lambda} (r_M - r_S) = r_M \left(1 - \sqrt{1 + \frac{B^2}{r_M^2} - \frac{2B \cdot \hat{I}}{r_M}} \right),
\]

where \( \lambda \) is the radar carrier wavelength, \( r_M \) and \( r_S \) are the ranges from the SAR antenna at master and slave positions to the target on the ground, \( \hat{B} \) is the baseline vector with the length of \( B \), \( \hat{I} \) is the unit vector from the master antenna towards the target, and \( \hat{B} \cdot \hat{I} \) is the dot product of \( \hat{B} \) and \( \hat{I} \) (Rosen et al. 2000). Assuming all SAR images are focused to the zero Doppler geometry, \( \beta = 0 \), in case of space-borne SAR systems, parallel and perpendicular components of baseline, \( B_\parallel \) and \( B_\perp \), are related to horizontal and vertical components, \( B_h \) and \( B_v \), as

\[
B_\parallel = B_h \sin(\vartheta) - B_v \cos(\vartheta)
\]

(4)
order terms, by the phase gradients linear phase ramps. The slopes of these linear terms are expressed range and azimuth directions respectively, commonly referred to as azimuth coordinates of (using the Taylor expansion of eq. (6) around a pixel at range and (6) is less than 1 milliradian, that is it is negligible.

\[ d_s = \frac{\partial \phi}{\partial s} = \frac{4\pi}{\lambda} B_{s}, \]

where \( B_{s} \) is the slope of \( B_{s} \). In obtaining eqs (10) and (11) we use the fact that \( B_{r} \) and \( B_{s} \) only change in azimuth direction and assume that \( \vartheta \) changes only in range direction (Pepe et al. 2011), i.e. \( \frac{\partial \vartheta}{\partial s} = \frac{\partial \vartheta}{\partial r} = 0 \).

We are interested in the phase contribution from the baseline error \( B_{i} \), which relates to the actual baseline, \( \vec{B} \), as \( \vec{B} = \vec{B}_{0} + \vec{B}_{i} \), where \( \vec{B}_{0} \) is the baseline from the satellite state vectors of two orbits. For simplicity, in the following we omit the superscript \( s \) and use baseline components to refer to the baseline error components.

### 2.2 Time-series
Similarly as for individual interferograms, the phase contribution from orbital errors at each epoch is equivalent to the error of the baseline between that epoch and the reference epoch. Therefore we use eqs (10) and (11) to express the phase gradients at each epoch as

\[ \frac{\partial \phi}{\partial \vartheta} = \frac{4\pi}{\lambda} B_{r}(t_i), \]

\[ \frac{\partial \phi}{\partial s} = \frac{4\pi}{\lambda} B_{s}(t_i), \]

wherein \( \frac{\partial \phi}{\partial \vartheta} \) and \( \frac{\partial \phi}{\partial s} \) are the phase gradients in range and azimuth directions at epoch \( t_i \), with \( i = 1, \ldots, N \), referenced to the first epoch. Here \( B_{r}(t_i) \) and \( B_{s}(t_i) \) are the errors of the baseline components between the epoch \( t_i \) and the reference epoch.

### 2.3 Velocity fields
To evaluate the contribution from orbital errors to InSAR velocity field, we express the variation of \( v_{ob} \) between two given pixels at \((r, s)\) and \((r_0, s_0)\). For this we obtain the Taylor expansion about \((r_0, s_0)\) as

\[ dv_{ob} = v_{ob}(r, s) - v_{ob}(r_0, s_0) = \frac{\partial v_{ob}}{\partial \vartheta} d\vartheta|_{r_0, s_0} + \frac{\partial v_{ob}}{\partial s} ds|_{r_0, s_0} + \ldots, \]

where \( \vartheta \) is the along-track distance from the beginning of the master scene (in metres) equivalent to the acquisition time of radar echoes at the master acquisition, \( B_{r0} \) and \( B_{s0} \) are the horizontal and vertical baselines at \( s = s_0 \) which is usually the beginning of the master acquisition, \( B_{r} \) and \( B_{s} \) (with unit metre per metres) are slopes of \( B_{r} \) and \( B_{s} \), respectively. From eqs (4) to (9), it follows that the phase gradients can be expressed as (Pepe et al. 2011; Bähr & Hanssen 2012).

\[ \frac{\partial \phi}{\partial \vartheta} = \frac{4\pi}{\lambda} B_{r}, \]

\[ \frac{\partial \phi}{\partial s} = \frac{4\pi}{\lambda} B_{s}, \]

\[ \text{To express the phase gradients in terms of the baseline components, we consider a linear model of the baseline in azimuth direction as} \]

\[ B_{r}(s) = B_{r0} + B_{r} s, \]

\[ B_{s}(s) = B_{s0} + B_{s} s, \]

\[ \text{and eq. (3) can be approximated with (Hanssen 2001)} \]

\[ \psi \approx \frac{4\pi}{\lambda} B_{|s|}. \]

The effect of this parallel ray approximation depends on the baseline length. For a typical Envisat interferogram with \( B_{r} \) and \( B_{s} \) of 400 and 100 m, respectively, the effect of the approximation is \( \sim 1.3 \) radians. However, for evaluating orbital errors, which translates to small baseline errors (<1 m), the difference between eqs (3) and (6) is less than 1 milliradian, that is it is negligible.

We evaluate the spatial variation of the interferometric phase using the Taylor expansion of eq. (6) around a pixel at range and azimuth coordinates of \((r_0, s_0)\), which can be any pixel such as the scene centre or the first pixel of the interferogram (Pepe et al. 2011; Bähr & Hanssen 2012).

\[ d\psi(r, s) = \psi(r, s) - \psi(r_0, s_0) = \frac{\partial \psi}{\partial \vartheta} d\vartheta|_{r_0, s_0} + \frac{\partial \psi}{\partial s} ds|_{r_0, s_0} + \ldots, \]

where \( d\psi(r, s) \) is the variation of the interferometric phase between pixels at range and azimuth coordinates \((r, s)\) and \((r_0, s_0)\). The first order terms, \( \frac{\partial \psi}{\partial \vartheta} d\vartheta \) and \( \frac{\partial \psi}{\partial s} ds \), express the linear phase variation in range and azimuth directions respectively, commonly referred to as linear phase ramps. The slopes of these linear terms are expressed by the phase gradients \( \frac{\partial \psi}{\partial \vartheta} \) and \( \frac{\partial \psi}{\partial s} \) in range and azimuth directions, respectively. The second and higher order terms in eq. (7) are negligible for evaluating the phase variation due to the orbital errors in range direction (Bähr & Hanssen 2012); these terms in azimuth direction are functions of the error in the baseline curvature, which is expected to be small or negligible (Appendix A). It worth noting that second and higher order terms express non-linearity (curvature) of the phase variation, and therefore ignoring those terms does not affect our evaluation of phase gradients of the linear terms.
where $\sigma_{\text{orb}}$ is the variation of the velocity field due to the orbital errors, $\mathbf{\Phi}$ and $\alpha$ are the linear components of the velocity variations in range and azimuth directions respectively. The slope of these linear terms are expressed by the velocity gradients in range direction, $\mathbf{\Phi}$, and in azimuth direction, $\alpha$.

In order to express $\mathbf{\Phi}$ and $\alpha$ in terms of the baseline error components, let’s assume that the phase gradients of $N$ epochs are known with respect to the first epoch. In practice these phase gradients can be estimated by fitting planes to the phase histories in range and azimuth directions. In order to estimate the velocity gradient, we consider a linear model as

$$d = Am$$

(15)

where $d$ is a vector of $N$ range-change gradients (phase gradients converted to the range-change) in range or azimuth directions with elements $d_i = [(\lambda_i/(4\pi n)) \cos t_i$ or $d_i = [(\lambda_i/(4\pi n)) \sin t_i]$, and $A$ is the design matrix as $A = \left([t_i, t_i^2, \ldots, t_i^{N-1}]^T, [1, 1, \ldots, 1]^T \right)$. The vector of model parameters, $m$, has the form of $m = [\mathbf{\Phi}, \alpha]^T$ or $m = [\mathbf{\Phi}, \alpha]^T$.\n
The intercept, $c$, is not considered in the following. We obtain the least squares solution, $m = (A^T A)^{-1} A^T d$, as

$$\mathbf{\Phi} = \sum_{i=1}^{N} t_i B_i(t_i) - \bar{t} \sum_{i=1}^{N} B_i(t_i)$$

(16)

$$\alpha = \frac{\sum_{i=1}^{N} t_i B'_i(t_i) - \bar{t} \sum_{i=1}^{N} B'_i(t_i)}{\bar{\Delta}t}$$

(17)

where $\bar{\Delta}t$ with elements $\Delta t_i = t_i - \bar{t}$, is the vector of temporal distance of acquisition dates from the mean of SAR acquisition dates defined as $\bar{t} = \sum_{i=1}^{N} t_i/N$ (with unit years); $\bar{\Delta}t$ represents the Euclidean length of $\Delta t$. Eqs (16) and (17) show that the velocity gradients are linear in $B_i$ and $B'_i$.

From eq. (15) and given the covariance matrix of the velocity gradients in range direction as $C_O = \sigma_{\text{orb}}^2 I$, where $\sigma_{\text{orb}}^2$ represents the variance of the perpendicular baseline error, we obtain the covariance matrix of the unknown vector as $C_x = \sigma_{\text{orb}}^2 (A^T A)^{-1}$. We are interested in $\sigma_{\text{orb}}^2$, which is the first element of $C_x$ expressed as

$$\sigma_{\text{orb}}^2 = \left| \frac{\mathbf{\Phi}}{\bar{\Delta}t} \right|^2$$

(18)

A similar approach can be followed to obtain the standard deviation of the velocity gradient in azimuth direction, $\sigma_{\alpha}$, expressed as

$$\sigma_{\alpha} = \frac{\sigma_{\alpha}}{\bar{\Delta}t}$$

(19)

where $\sigma_{\alpha}$ represents the standard deviation of the parallel baseline slope error. Eqs (18) and (19) can be also expressed using horizontal and vertical baseline representations (Appendix B). We obtain the velocity uncertainty due to orbital errors at a given pixel as

$$\sigma_{\text{orb}}^2 = \Delta \Delta^2 \sigma_{\text{orb}}^2 + \Delta \Delta^2 \sigma_{\alpha}^2$$

(20)

where $\Delta \Delta$ and $\Delta \Delta$ are the range and azimuth distances from the reference point, respectively. We refer to $\sigma_{\text{orb}}$ and $\sigma_{\alpha}$ as the range and azimuth uncertainties. The uncertainty for a given pixel increases with distance from the reference point whereas the uncertainties of the gradients are constant over the swath.

From eqs (18) and (19) it can be seen that $\sigma_{\text{orb}}$ and $\sigma_{\alpha}$ are functions of $\sigma_{\text{orb}}$, $\sigma_{\alpha}$, number and time-span of acquisitions. More precise orbits, more SAR acquisitions (larger $N$) and longer time span of SAR acquisitions decrease $\sigma_{\text{orb}}$ and $\sigma_{\alpha}$, resulting in more precise velocity fields.

In the next section, we first infer the baseline uncertainty from the reported or expected orbital uncertainties of different SAR satellites and then use equations above to obtain the uncertainty of the velocity gradients.

### 3 Uncertainty of the Velocity Gradients

In order to evaluate $\sigma_{\text{orb}}$ and $\sigma_{\alpha}$ based on orbital uncertainty, we need to infer the standard deviation of the baseline error components from the standard deviation of the orbital errors. To this end, we consider the orbital parameters in the along-track, across-track and vertical coordinate system of Fig. 1. Based on this coordinate system, $B_h$ and $B_v$ at a specific azimuth line can be related to the horizontal and vertical components of the orbits as

$$B_h = O_{h2} - O_{h1},$$

(21)

$$B_v = O_{v2} - O_{v1},$$

(22)

where $O_{h1,2}$ and $O_{v1,2}$ are the horizontal and vertical components of orbits 1 and 2, respectively. Assuming that the orbits are independent with identical error distributions, the standard deviations of the baseline error components can be written as

$$\sigma_{B_h}^2 = 2\sigma_{O_h}^2,$$

(23)

$$\sigma_{B_v}^2 = 2\sigma_{O_v}^2,$$

(24)

where $\sigma_{B_h}$ and $\sigma_{B_v}$ are the standard deviations of the horizontal and vertical baseline error components, and $\sigma_{O_h}$ and $\sigma_{O_v}$ are the standard deviations for the horizontal and vertical orbit error components.

We use the reported rms orbital errors of SAR satellites as the estimations of $\sigma_{O_h}$ and $\sigma_{O_v}$, and refer to them as orbital uncertainty in the following. Uncertainty of satellite orbits is usually expressed based on the altimeter crossover differences, and rms of differences of independent orbit solutions using different gravity models and processing approaches. If the solutions are not fully independent, then the reported rms may only show a lower bound of the actual orbital uncertainty.

The uncertainty of ERS orbits in vertical (radial) direction is 2–3 cm (Rudenko et al. 2012) and the uncertainty of horizontal component varies from 11 to 18 cm and 6 to 11 cm for ERS-1 and ERS-2, respectively (Rudenko et al. 2012). Orbits of Envisat are more precise with uncertainty of ~2 cm in vertical direction (Otten et al. 2012; Rudenko et al. 2012) and 3–6 cm in horizontal direction (Otten et al. 2012; Michiel Otten, personal communication, 2013). The uncertainty of Envisat orbits in horizontal direction varies between 4 and 6 cm for the period before 2004 October and 3–5 cm after 2004 October (Otten et al. 2012; Michiel Otten, personal communication, 2013). The orbits are less precise before that date because of a smaller number of DORIS observations (Michiel Otten, personal communication, 2013). Newer generation of SAR satellites use on-board GPS receivers and thus have more precise orbits. The uncertainty of TerraSAR-X orbits have been reported to be ~2 cm in total (Yoon et al. 2009), which is significantly better than the mission requirement of 10 cm.
Table 1. Standard deviation of velocity gradients in range direction as a function of orbital uncertainty calculated using eqs (23), (24) and (B1). \( \delta \varphi \) is the look angle variation equivalent to 100 km ground range.

<table>
<thead>
<tr>
<th>Similar instrument</th>
<th>( \sigma_{\varphi h} ) (cm)</th>
<th>( \sigma_{\varphi v} ) (cm)</th>
<th>Acquisition/year</th>
<th>Total time (yr)</th>
<th>( \delta \varphi ) (°)</th>
<th>( \sigma_{R} ) (mm yr(^{-1}) 100 km(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>ERS -1/2</td>
<td>12</td>
<td>2</td>
<td>4</td>
<td>15</td>
<td>2</td>
<td>1.44</td>
</tr>
<tr>
<td>Envisat (IS2)</td>
<td>4</td>
<td>2</td>
<td>6</td>
<td>8</td>
<td>16</td>
<td>0.48</td>
</tr>
<tr>
<td>TSX (Stripmap-strip_009)</td>
<td>3</td>
<td>1</td>
<td>15</td>
<td>8</td>
<td>33.7</td>
<td>0.2</td>
</tr>
<tr>
<td>Sentinel-1(IW)</td>
<td>3</td>
<td>1</td>
<td>15</td>
<td>8</td>
<td>29</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Table 2. Standard deviation of velocity gradients in azimuth direction as a function of orbital uncertainty and baseline correlation calculated using eqs (23), (24), (26), (27) and (B2).

<table>
<thead>
<tr>
<th>Instrument</th>
<th>( \sigma_{\varphi h} ) (cm)</th>
<th>( \sigma_{\varphi v} ) (cm)</th>
<th>( \sigma_{R} ) (mm yr(^{-1}) 100 km(^{-1}))</th>
<th>Worst case ( R = 0 )</th>
<th>Conservative ( R = 0.9 )</th>
<th>Optimistic ( R = 0.99 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>ERS-1/2</td>
<td>12</td>
<td>2</td>
<td>4.8</td>
<td>1.5</td>
<td>0.48</td>
<td></td>
</tr>
<tr>
<td>Envisat</td>
<td>4</td>
<td>2</td>
<td>2.7</td>
<td>0.88</td>
<td>0.28</td>
<td></td>
</tr>
<tr>
<td>TSX</td>
<td>3</td>
<td>1</td>
<td>1.47</td>
<td>0.46</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td>Sentinel</td>
<td>3</td>
<td>1</td>
<td>1.34</td>
<td>0.42</td>
<td>0.13</td>
<td></td>
</tr>
</tbody>
</table>

In order to evaluate the velocity gradients from different SAR satellites, we use orbital uncertainties in vertical and horizontal directions of 2.5 and 12 cm for ERS1/2, of 2 and 4 cm for Envisat and 1 and 3 cm for TerraSAR-X and Sentinel-1.

### 3.1 Uncertainty of velocity gradient in range direction

Table 1 summarizes the standard deviation of the range gradients for different SAR satellites, given their orbital uncertainty, revisiting time and typical imaging geometry. We use six acquisitions per year for ERS and Envisat. This number better reflects the archives than the nominal revisiting capability of these satellites, around 10–11 acquisitions per year. Similarly, we use 15 acquisitions per year, half of the actual revisiting cycle, for TerraSAR-X and Sentinel-1. We assume a total time-span of 8 yr for all satellites. For Envisat we use the imaging specification of the IS2 mode, which is similar to ERS. For TerraSAR-X we use the specifications of strip-map (strip-009) and for Sentinel-1 we consider the Interferometric Wide swath mode (IW). We use eq. (18) to obtain \( \sigma_{R} \). It can also be obtained using eq. (B1). For each satellite, we use the look angle in near range for \( \varphi h \). To simplify the comparison between different satellites, we express \( \sigma_{R} \) over 100 km ground range although the actual ground range may be different. To do this we multiply the result from eq. (18) by \( \delta \varphi \) in Table 1.

Table 1 shows that \( \sigma_{R} \) is \( \sim 1.4 \) mm yr\(^{-1}\) 100 km\(^{-1}\) for ERS-1/2, \( \sim 0.48 \) mm yr\(^{-1}\) 100 km\(^{-1}\) for Envisat and \( \sim 0.2 \) mm yr\(^{-1}\) 100 km\(^{-1}\) for TerraSAR-X and Sentinel-1.

### 3.2 Uncertainty of velocity gradient in azimuth direction

In order to evaluate \( \sigma_{\varphi} \), we need to infer the uncertainty of baseline slopes from the standard deviation of orbital errors. Given \( B_{h1} \) and \( B_{h2} \) as the horizontal baseline errors at the first and last line of SAR acquisitions with swath length of \( \Delta s \), \( B'_{h} \) can be written as

\[
B'_{h} = \frac{B_{h2} - B_{h1}}{\Delta s}.
\]  

Using error propagation principles, \( \sigma_{B'_{h}} \) can be expressed as

\[
\sigma_{B'_{h}}^2 = \frac{1}{\Delta s^2} \left( \sigma_{B_{h1}}^2 + \sigma_{B_{h2}}^2 - 2 \sigma_{B_{h1},B_{h2}} \right),
\]

where \( \sigma_{B_{h1},B_{h2}} \) is the covariance of \( B_{h1} \) and \( B_{h2} \). In practice the state vectors of a satellite orbit are provided in discretized time steps and therefore interpolation of state vectors is required to calculate the baseline components. Because the state vectors of the same orbit are highly correlated and also because usually the same set of state vectors is used to calculate \( B_{h1} \) and \( B_{h2} \), they become dependent variables with non-zero correlation and covariance. Therefore, the correlation of \( B_{h1} \) and \( B_{h2} \) is required to calculate \( \sigma_{B'_{h}} \). Considering the relationship of covariance and correlation coefficient as

\[
\sigma_{B_{h1},B_{h2}} = R \sigma_{B_{h1}} \sigma_{B_{h2}},
\]

where \( R \) is the correlation of \( B_{h1} \) and \( B_{h2} \) such that \(-1 \leq R \leq 1\), assuming \( \sigma_{B_{h1}} = \sigma_{B_{h2}} = \sigma_{B_h} \) we conclude that \( \sigma_{B'_{h}} \) varies from 0 to \( \sigma_{B_{h}} \) and \( \sigma_{B'_{h}} \) from 0 to \( \sigma_{B_{h}} \).

This means that evaluation of velocity gradients in azimuth direction requires information about the correlation of baselines at the start and end of a scene. If baselines are fully positively correlated \( (R = 1) \), then \( \sigma_{B'_{h}} = \sigma_{B_{h}} = 0 \) and no gradient in azimuth direction is expected.

Table 2 summarizes \( \sigma_{R} \) for different SAR satellites, given the orbital uncertainties, acquisition and imaging parameters from Table 1. Since we do not have exact information about the correlation coefficient then we evaluate \( \sigma_{R} \) assuming different values of \( R \) for two different scenarios. We consider a conservative scenario \( (R = 0.9) \), and an optimistic scenario \( (R = 0.99) \). Table 2 shows that for the conservative scenario \( \sigma_{R} \) varies from 1.5 mm yr\(^{-1}\) 100 km\(^{-1}\) for ERS, to 0.5 mm yr\(^{-1}\) 100 km\(^{-1}\) for TerraSAR-X and Sentinel-1. For the optimistic scenario, \( \sigma_{R} \) varies from 0.5 mm yr\(^{-1}\) 100 km\(^{-1}\) for ERS to better than 0.15 mm yr\(^{-1}\) 100 km\(^{-1}\) for TerraSAR-X and Sentinel-1. For completeness, the table also shows \( \sigma_{R} \) for the unrealistic worst-case scenario of independent baseline errors at the beginning and end of the swath \( (R = 0) \). The real data discussed in Section 5 suggest that \( R \) is high and likely close to 1.

### 4 VELOCITY GRADIENTS IN REAL InSAR DATA

In this section we use 2003–2010 descending Envisat ASAR data (beam IS2) from four different tracks of the southwestern United States to investigate the velocity gradients (Fig. 2, Table 3). The tracks 41, 270 and 499 cover non-deforming areas on the stable North American Plate with swaths consisting of 5, 2 and 2 frames with 33, 28 and 37 acquisitions, respectively. The track 356 (five frames) covers the deforming plate boundary zone, including the San Andreas fault. The first frame located in the relatively...
non-deforming part of the North American Plate represents one of the non-deforming areas. For the analysis of the first frame we use all acquisitions, but for the analysis of the whole swath we use only cloud-free acquisitions with cloud coverage less than 5 per cent, because of the tropospheric delay correction discussed below (17 acquisitions out of a total of 42). These acquisitions cover the time span from 2003 February to 2010 March, right before the 2010 April M7.2 El Mayor-Cucapah earthquake.

In the non-deforming areas, we expect to observe velocity gradients in range and azimuth direction within the range of uncertainties expressed by the standard deviation of the velocity gradients. Given the uncertainty of Envisat orbits (Tables 2 and 3), the number and time span of acquisitions (Table 3), the standard deviation of velocity gradients in range direction varies for the four data sets between 0.6 mm yr$^{-1}$ 100 km$^{-1}$ for track 356 and 0.88 mm yr$^{-1}$ 100 km$^{-1}$ for track 270 (Table 3). The standard deviation of velocity gradients in azimuth direction varies between 1.1 and 1.6 mm yr$^{-1}$ 100 km$^{-1}$ for $R = 0.9$, and varies from $\sim 0.3$ to $\sim 0.5$ mm yr$^{-1}$ 100 km$^{-1}$ for $R = 0.99$. In the deforming area, we expect to retrieve the well-known deformation measured by GPS.

### 4.1 Data analysis

We generate zero Doppler single look complex (SLC) data using Modular SAR Processor software (MSP) from Gamma Remote Sensing, except for autofocus and azimuth compression, for which we use an algorithm based on the pseudo inverse Fourier transform (Hyung-Sup Jung, personal communication, 2012). We use the JPL/Caltech ROI_PAC software (Rosen et al. 2004) for interferogram processing and the DORIS orbits and Shuttle Radar Topography Mission (SRTM) DEM (Farr & Kobrick 2000) to remove the phase due to the imaging geometry from each interferogram. For each area, we co-register the wrapped interferograms to a master SAR image. We use the statistical-cost network-flow algorithm for phase unwrapping (SNAPHU; (Chen & Zebker 2001) to unwrap the interferograms and spatially reference all the phase-unwrapped interferograms to the same coherent pixel. We invert for the phase history at each epoch, which is then temporally referenced to the first epoch (Berardino et al. 2002). The networks of interferograms are fully connected, so that the design matrices for the time-series inversion have full rank. We select the coherent pixels using a temporal coherence threshold (Pepe & Lanari 2006) of 0.9. This threshold, in a redundant network eliminates pixels affected by phase-unwrapping errors.

We use the empirical model of Marinkovic & Larsen (2013) to correct for the local oscillator drift (OD) of the ASAR instrument (Appendix C) and the time-domain method of Fattahi & Amelung (2013) to correct for topographic residuals. After these corrections, the remaining phase histories in non-deforming areas contain contributions from orbital errors and atmospheric delay.

To correct the tropospheric delay, we use different approaches. In the non-deforming areas, we use the empirical phase-elevation approach (e.g. Doin et al. 2009). In this approach the phase proportional to the topography for epochs at which the correlation coefficient between the two is larger than a threshold (e.g. 0.4) is removed. In the deforming area we use Envisat’s MEdium Resolution Imaging Spectrometer (MERIS) data to remove at each epoch the wet delay component of the tropospheric delay (Walters et al. 2013) and use the ERA-Interim numerical weather model, provided by the European Centre for Medium-Range Weather Forecast (ECMWF), to calculate and remove the hydrostatic delay (Jolivet et al. 2011, 2012, 2014). Thus, for this track we can use only SAR acquisitions with simultaneous, cloud-free MERIS acquisitions.

#### Table 3. Observed velocity gradients in range and azimuth directions across and along the swath for non-deforming areas of Fig. 3 together with uncertainties of range and azimuth gradients. The observed gradients are without any correction (raw) and after the three corrections (local OD, topographic residuals and tropospheric delay; OD, topo and trop). The uncertainties are propagated from Envisat’s orbital uncertainty (see Table 2), given the number of acquisitions, time span of acquisitions and ASAR IS2 imaging beam mode configuration with $\delta_0 = 16^\circ$ and $\delta_\alpha = 8^\circ$ over 100 km ground range.

<table>
<thead>
<tr>
<th>Track number</th>
<th>$N$</th>
<th>$\sigma_R$</th>
<th>$\sigma_\alpha$</th>
<th>$\sigma_{R} \cdot 100$</th>
<th>$\sigma_{\alpha} \cdot 100$</th>
<th>$\sigma_{R} \cdot 100$</th>
<th>$\sigma_{\alpha} \cdot 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td>T41</td>
<td>33</td>
<td>0.67</td>
<td>1.2</td>
<td>0.38</td>
<td>0.38</td>
<td>16.39</td>
<td>2.66</td>
</tr>
<tr>
<td>T270</td>
<td>28</td>
<td>0.88</td>
<td>1.6</td>
<td>0.51</td>
<td>0.51</td>
<td>25.23</td>
<td>6.37</td>
</tr>
<tr>
<td>T499</td>
<td>37</td>
<td>0.71</td>
<td>1.3</td>
<td>0.41</td>
<td>0.41</td>
<td>22.24</td>
<td>3.38</td>
</tr>
<tr>
<td>T356</td>
<td>42</td>
<td>0.6</td>
<td>1.1</td>
<td>0.34</td>
<td>0.34</td>
<td>12.83</td>
<td>2.04</td>
</tr>
</tbody>
</table>

For each area, we coregister the wrapped interferograms to a master SAR image. The networks of interferograms are fully connected, so that the design matrices for the time-series inversion have full rank. We select the coherent pixels using a temporal coherence threshold (Pepe & Lanari 2006) of 0.9. This threshold, in a redundant network eliminates pixels affected by phase-unwrapping errors.
The range gradient (Fig. 3, third column), because this correction does not only remove residuals from DEM errors but any residuals proportional to the perpendicular baseline history (Fattahi & Amelung 2013). The velocity gradients removed by the topographic residual correction are most likely caused by timing error (Wang & Jonsson 2014) or processing simplifications, which introduce gradients proportional to the baseline into the interferograms. In the time domain, the range gradients are proportional to the perpendicular baseline history and therefore removed by the topographic residual correction.

For a quantitative investigation, we estimate the velocity gradients by fitting planes in range and azimuth directions to the velocity fields before any correction, and after the three corrections, summarized in Table 3. Before any correction, the gradients vary from 13 to 25 mm yr\(^{-1}\) 100 km\(^{-1}\) in range direction and \(-0.53\) to 3 mm yr\(^{-1}\) 100 km\(^{-1}\) in azimuth direction. The local OD correction reduces the gradients in range direction by \(\sim 19\) to \(-6\) to 6 mm yr\(^{-1}\) 100 km\(^{-1}\). The topographic residual correction reduces the magnitude of the range gradients to 0.6 mm yr\(^{-1}\) 100 km\(^{-1}\) or less. These two corrections affect only the gradient in range direction. The effect of the tropospheric delay correction in range is small, but it reduces the magnitude of the gradient in azimuth direction to 0.95 mm yr\(^{-1}\) 100 km\(^{-1}\) or less. For the longest swath (track 41, 5 frames) the magnitude of the remaining azimuth gradient is less than 0.02 mm yr\(^{-1}\) 100 km\(^{-1}\).

Table 3 compares the gradients observed after all corrections (residual gradients) with the gradient uncertainties inferred from the orbital uncertainty. In range direction, all the residual gradients lie within one standard deviation. In azimuth direction and assuming \(R = 0.9\), the residual gradients lie within one standard deviations (Table 3). Assuming \(R = 0.99\) the residual gradient for tracks 41 and 270 lies within one standard deviations (Table 3). The gradients for the other two tracks lie outside this interval.

### 4.3 Velocity field in deforming area

Fig. 4(a) shows the velocity field for five frames of track 356 covering the Southern San Andreas Fault (including the frame shown in Fig. 3) corrected for local OD, topographic residuals and tropospheric wet and hydrostatic delays. The velocity field for the non-deforming northern part does not show any feature or gradient, whereas the southern part shows a LOS velocity increase caused by the right-lateral motion along the San Andreas Fault system.

Fig. 4(b) shows the gridded horizontal GPS velocity field of Kreemer et al. (2012), interpolated to the same grid as the InSAR data, projected to the InSAR LOS and referenced to the same reference pixel as InSAR data. Overall, the InSAR and GPS velocities agree very well.

Fig. 5 shows the differences between the InSAR and GPS velocity fields for three different ways of handling the tropospheric delays in the InSAR; without any tropospheric correction (Fig. 5a), with wet delay correction using MERIS (Fig. 5b), and with both wet (using MERIS) and hydrostatic delay (using ERA-I) corrections (Fig. 5c). The difference between InSAR and GPS is of the order of \(\pm 1\) mm yr\(^{-1}\) in the northern part but varies in the southern part between up to \(5\) mm yr\(^{-1}\) without tropospheric correction and 3 mm yr\(^{-1}\) with wet and hydrostatic corrections (in the southwest centred at coordinates 33.2, \(-116.3\)).

The differences are either due to (1) horizontal deformation not captured by GPS because of sparse station spacing, (2) vertical deformation not included in the GPS or (3) tropospheric delays related to imperfect hydrostatic delay correction of the InSAR data.
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LOS velocity from (a) InSAR and (b) horizontal GPS of Kreemer et al. (2012) projected in LOS direction relative to the InSAR reference point, overlaid on grey-shaded topography (black represents low elevations). The difference between the velocity fields is shown in Fig. 5(c).

Examples for the first includes fault creep (yellow-red stripe in Fig. 5c just north of the decorrelated area centred at coordinates 33.5, −116.0 and elongated dark blue area at 33.0, −115.8; San Andreas and Superstition Hills faults, respectively and for the second includes a subsiding area (red saturated area in Fig. 5c at 32.8, −115.3). Some of the features in the northern part are due to imperfect hydrostatic delay correction. The larger residual in the southwest of up to 2 mm yr−1 could be due to both large-scale subsidence and imperfect hydrostatic delay correction. As there is a topographic relief of up to 2 km and the uncorrected data show an even higher residual, we consider tropospheric delay the most likely cause.

5 DISCUSSION

We have expressed the uncertainty of the InSAR velocity fields in terms of the uncertainties of the velocity gradients in range and azimuth directions (range and azimuth uncertainties). We found that these uncertainties depend on the orbital uncertainties, the number and time span of SAR acquisitions. For modern SAR satellites with very precise orbits such as TerraSAR-X and Sentinel-1, the range uncertainty is \( \sim 0.2 \text{ mm yr}^{-1} 100 \text{ km}^{-1} \) (Table 1). For older satellites with less accurate orbits such as ERS and Envisat, for the same time span, the uncertainty is about 1.5 and 0.5 mm yr\(^{-1} \) 100 km\(^{-1} \), respectively. The analysis of four Envisat InSAR data sets shows that the magnitude of the residual velocity gradients in range direction of \( \sim 0.7 \text{ mm yr}^{-1} 100 \text{ km}^{-1} \) or less fall within one standard deviation of the range uncertainty (Table 3).

The azimuth uncertainty depends on the uncertainty of baseline slope, which is not known. We thus formulated the azimuth uncertainty as a function of the same parameters as the range uncertainty and the correlation coefficient between the baselines at the beginning and end of the swath. This parameter is not well constrained but is expected to be high (close to 1). Therefore we evaluated the azimuth gradient for different scenarios of \( R \). In the worst case scenario of independent baselines \( (R = 0 \) in Table 2), the azimuth uncertainty is \( \sim 5 \text{ mm yr}^{-1} 100 \text{ km}^{-1} \) for ERS, \( \sim 3 \text{ mm yr}^{-1} 100 \text{ km}^{-1} \) for Envisat, and \( \sim 1.5 \text{ mm yr}^{-1} 100 \text{ km}^{-1} \) for TerraSAR-X and Sentinel-1. Such large azimuth uncertainties are unlikely because of two reasons. First the baselines along the swath are not independent due to the high correlation of the state vectors of each orbit and also due to the requirement of orbit interpolation using the same set of state vectors to estimate the baseline components along the swath. Second, observed velocity gradients in real InSAR data for Envisat satellite in this paper are less than \( \sim 3 \text{ mm yr}^{-1} 100 \text{ km}^{-1} \), significantly less than \( \sim 3 \text{ mm yr}^{-1} 100 \text{ km}^{-1} \) azimuth uncertainty.

Figure 5. Difference between InSAR and horizontal GPS for InSAR (a) without tropospheric delay correction (b) corrected for wet delay (using MERIS), (c) corrected for wet delay (using MERIS) and hydrostatic delay (using ERA-I). The colourscale is saturated at 3 mm yr\(^{-1} \).
Also, a recent study reports velocity gradients in azimuth direction of less than 1.5 mm yr\(^{-1}\) 100 km\(^{-1}\) for six tracks of ERS data, each consisting of six to seven frames (Greene 2014). Although a major portion of the observed gradients can be attributed to the atmospheric delay, the reported gradients are significantly less than the azimuth uncertainty for the worst case scenario.

The along-track baseline correlation and with it the azimuth uncertainty could in principle be estimated from the observed azimuth gradients (by estimating the standard deviation of the sample and substituting eq. (27) into eq. (26) and then into eq. (19)). However, the sample of four analysed data sets is not enough to estimate a standard deviation. Furthermore, the observed azimuth gradients do not necessarily reflect orbital errors but also could be due to imperfect compensation for tropospheric delays. If this is the case, it would suggest a baseline correlation close to 1 and very small azimuth uncertainty, consistent with the velocity gradient of 0.01 mm yr\(^{-1}\) 100 km\(^{-1}\) for the five-frame swath of track 41 (Table 3).

The linear relationship between baseline errors and velocity gradients in eqs (16) and (17) implies that for random baseline errors with zero mean (of independent orbits), the velocity gradients have zero mean. In other words, in InSAR time-series the phase contributions from orbital errors to the velocity field tend to cancel out as is generally expected. For satellites with precise orbits, precise InSAR velocity fields can be obtained without correcting orbital errors if long-wavelength artefacts from other sources are identified and corrected for. In a previous study orbital errors were overestimated because other sources of long-wavelength artefacts were not properly identified (Gourmelen et al. 2010).

Other sources of long-wavelength artefacts include the topographic residuals, tropospheric delay and contributions from hardware issues. The topographic residual correction removes range gradients due to the processing approximations, which cause artefacts proportional to the perpendicular baseline. For Envisat, the most significant correction is for the local OD, which removes a range gradient of \(\sim 19\) mm yr\(^{-1}\) 100 km\(^{-1}\) for IS2 imaging geometry.

Tropospheric delays cause phase patterns at a variety of scales, which can significantly affect the estimated velocity fields. We found that MERIS imagery, acquired by Envisat simultaneously with the SAR imagery, is very efficient in mitigating the wet delay component, confirming the results of previous studies (Li et al. 2006; Walters et al. 2013). The MERIS correction works only on cloud free days and imagery is available only for Envisat descending orbits, although NASA’s Moderate Resolution Imaging Spectrometer (MODIS) could be used for other satellites. Therefore, improved tropospheric correction using more accurate numerical weather models is required to improve the InSAR’s ability to resolve ground displacements over large areas.

Although the observed velocity gradients (section 4, Table 3) are small and fall within the uncertainty due to orbital errors, they also include contributions from residual atmospheric delay, ocean tidal loading and possibly unmodelled reference frame motion. The last two generate systematic long-wavelength phase patterns, which can be predicted and removed from InSAR data (DiCaprio & Simons 2008; Bähr et al. 2011).

6 Conclusion

1. We have developed formulas for the uncertainty of InSAR velocity fields as a function of the orbital uncertainties. The standard deviation of the range gradient depends on the number of acquisitions, the time span of acquisitions, the imaging geometry, and the standard deviation of the baseline errors. The standard deviation of the azimuth gradient depends on the same parameters except the last, but instead on the standard deviation of the baseline slope error. Although there is a lack of knowledge about the standard deviation of the baseline slope error, they can be expressed in terms of the correlation coefficient between the baseline errors at the beginning and at the end of the swath. The uncertainty in range direction is \(\sim 1.5\) mm yr\(^{-1}\) 100 km\(^{-1}\) for ERS, \(\sim 0.5\) mm yr\(^{-1}\) 100 km\(^{-1}\) for Envisat, and \(\sim 0.2\) mm yr\(^{-1}\) 100 km\(^{-1}\) for TerraSAR-X and Sentinel-1. These uncertainties apply for general data acquisition scenarios. For specific datasets, the uncertainties can be calculated using eqs (18) and (19). For Envisat data discussed in this paper, the observed velocity gradients in range direction are less than 0.8 mm yr\(^{-1}\) 100 km\(^{-1}\), falling within the \(1\sigma\) to \(2\sigma\) uncertainty.

2. Evaluation of the velocity uncertainty in azimuth direction requires information either about baseline slope errors or the correlation coefficient between baseline components at the beginning and end of the swath. The observations of velocity gradients in azimuth direction reported in this paper and those of (Greene 2014) suggest high correlation coefficient (\(R > 0.9\)). Additional measurements of velocity gradients are required to better constrain \(R\). Assuming \(R = 0.9\), the velocity uncertainty in azimuth direction is better than 1.5 mm yr\(^{-1}\) 100 km\(^{-1}\) for older satellites (ERS and Envisat) and better than 0.5 mm yr\(^{-1}\) 100 km\(^{-1}\) for modern satellites (TerraSAR-X and Sentinel-1). A more optimistic scenario (\(R = 0.99\)) suggests azimuth uncertainty better than 1.5 mm yr\(^{-1}\) 100 km\(^{-1}\) for older satellites and better than 0.15 mm yr\(^{-1}\) 100 km\(^{-1}\) for modern satellites. The uncertainty increases with swath length, but an exact number for the increase of the uncertainty with distance cannot be given because the dependence of \(R\) with distance is not known. For Envisat data discussed in this paper, the observed velocity gradients in azimuth direction are less than 1 mm yr\(^{-1}\) 100 km\(^{-1}\), falling within the one-sigma uncertainty, given \(R = 0.9\).

4. In practice the InSAR measurements can be biased by sensor hardware and by processing approximations. For Envisat an important effect is the drift of the local oscillator. The accuracies quoted above can only be achieved if systematic errors are identified and corrected for. The topographic residual correction of Fattahi & Amelung (2013) is an efficient way to correct for systematic effects reflected in biased perpendicular baseline. The InSAR uncertainty is dominated by atmospheric delays and not by orbital errors.
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APPENDIX A: EFFECT OF SECOND ORDER TERMS IN EVALUATING THE ORBITAL ERRORS

In this appendix, we assess the magnitude of the second order terms using numerical examples of the baseline error components. Eq. (6) including second order terms gives

\[
d\varphi(r, s) = \frac{\partial \varphi}{\partial \nu} \bigg|_{r_0, s_0} \, d\varphi + \frac{\partial \varphi}{\partial \nu} \bigg|_{r_0, s_0} \, d\varphi + \frac{\partial^2 \varphi}{2 \partial \nu^2} \bigg|_{r_0, s_0} \, d\varphi^2
\]

\[
+ \frac{\partial^2 \varphi}{2 \partial \nu \partial s} \bigg|_{r_0, s_0} \, d\varphi \, ds + \ldots
\]

(A1)
The second order terms control the curvature of the phase gradient in range and azimuth directions; these terms are functions of $B_{\|}$, $B_{\perp}''$ and $B_{\perp}'$ as,

\[
\frac{\partial^2 \phi}{\partial \varphi^2} d\varphi^2 = -\frac{1}{2} B_{\|} d\varphi^2, \tag{A2}
\]

\[
\frac{\partial^2 \phi}{\partial s^2} ds^2 = \frac{1}{2} B_{\|}'' ds^2, \tag{A3}
\]

\[
\frac{\partial^2 \phi}{\partial \varphi \partial s} d\varphi ds = \frac{1}{2} B_{\perp}' d\varphi ds. \tag{A4}
\]

For numerical examples we use $B_{\|} = B_{\perp} = 10 \text{ cm}$, $B_{\|}'' = 1 \text{ mm}/100 \text{ km}^2$ and $B_{\perp}' = 2.8 \text{ cm}/100 \text{ km}$ and consider the ERS and Envisat satellites ($d\varphi = 8^\circ$, $ds = 100 \text{ km}$, $\lambda = 5.6 \text{ cm}$). The value for $B_{\|}''$ is the average of the actual baseline curvatures which vary from $0.1 \text{ mm}/100 \text{ km}^2$ to $10 \text{ mm}/100 \text{ km}^2$ for the data analysed in this paper.

The first order terms in range and azimuth directions (eqs 9 and 10) generates a phase gradient equivalent to $\sim 1.4 \text{ cm}$ range change over $100 \text{ km}$ in range direction (50 per cent of one fringe) and $2.8 \text{ cm}$ over $100 \text{ km}$ in azimuth direction (one fringe). The second order terms add $1 \text{ mm}$ in range direction (eq. A2, 7 per cent of the first order term, 3.5 per cent of one fringe) and $0.5 \text{ mm}$ in azimuth direction (eq. A3, 2 per cent of the first order term, 2 per cent of one fringe). This assumption that the magnitude of the baseline curvature error is in the order of the average baseline curvature itself, can be a very conservative scenario. In a more realistic scenario with the error of the baseline curvature one order of magnitude smaller than the baseline curvature itself, the curvature contribution becomes negligible. The third term (eq. A4) introduces $0.2 \text{ cm}$ over $100 \text{ km}$ across one frame of Envisat or ERS data (7 per cent of one fringe).

In summary, the second order terms of the Taylor expansion are responsible for curvature in the interferograms. In range direction the phase variation caused by the curvature is less than 10 per cent of the linear phase ramps. In azimuth direction, the phase curvature is likely to be very small or negligible because baseline curvature itself is very small.

**APPENDIX B: VELOCITY UNCERTAINTY AS FUNCTIONS OF HORIZONTAL AND VERTICAL BASELINE UNCERTAINTIES**

Given horizontal and vertical baseline representation in eqs (3) and (4), eqs (18) and (19) can be rewritten as

\[
\sigma_{\Delta t} = \sqrt{\frac{\sigma_{\Delta t}^2 \cos^2(\theta_0) + \sigma_{\Delta t}^2 \sin^2(\theta_0)}{\Delta t}}, \tag{B1}
\]

\[
\sigma_{\Delta t} = \sqrt{\frac{\sigma_{\Delta t}^2 \sin^2(\theta_0) + \sigma_{\Delta t}^2 \cos^2(\theta_0)}{\Delta t}}. \tag{B2}
\]

**APPENDIX C: LOCAL OD CORRECTION FOR ENVISAT DATA**

We correct for the local OD of Envisat’s ASAR instrument, using the empirical model of Marinkovic & Larsen (2013), which adjusts the range change history for each pixel. For a given pixel the correction $C$ is

\[
C = (3.87 \times 10^{-7}) x \delta \rho \delta t \tag{C1}
\]

with $x$ the dimensionless pixel count in range direction, $\delta \rho$ the range pixel size, $\delta t$ the time difference between a given epoch and the reference epoch. This correction for each pixel should be referenced to the same reference pixel as InSAR data and then removed from each epoch.